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AN EXACT EXPRESSION FOR THE MEAN SQUARE ERROR OF RATIO ESTIMATOR,
REGRESSION ESTIMATOR AND GENERALIZED REGRESSION ESTIMATOR IN FINITE
POPULATION SAMPLING
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Bayesian and Interdisciplinary Research Unit, Indian Statistical Institute, Kolkata, West Bengal, India

ABSTRACT

Following Rao (1979) an attempt has been made to derive an exact expression for the mean square error of ratio
estimator, regression estimator, generalized regression estimator, separate ratio and regression estimator and combined
ratio and regression estimator in stratified random sampling and also an exact expression for an unbiased estimator of their
mean square error. Noting that Rao’s (1979) procedure fails to derive an exact expression for the mean square error of
product estimator of the population total, an alternative procedure is suggested to get an exact expression for the variance
of a homogeneous linear unbiased estimator of the population total and also an exact expression for an unbiased estimator
of the variance of the estimator. This procedure is illustrated in case of Horvitz-Thompson (1952) estimator,
Hansen-Hurwitz (1943) estimator based on PPSWR sampling, Murthy’s (1957) unordered estimator based on PPSWOR
sampling, ratio estimator based on Lahiri (1951), Midzuno (1952) and Sen’s (1953) sampling scheme and
Hartley — Ross (1954) unbiased ratio type estimator based on SRSWOR sampling scheme.

KEYWORDS: Generalized Regression Estimator, Homogeneous Linear Unbiased Estimator, Mean Square Error, Ratio

Estimator, Regression Estimator, Separate and Combined Ratio Estimator, Separate and Combined Regression Estimator
1. INTRODUCTION

Let U = (1,2, ..., N)denote a finite population of size N and let y; denote the value of a study variable y assumed
on the ith unit of the population. Our problem is to estimate the population total Y = 'V, y;based on a sample s drawn

from a population of size N with a probability p(s).
A homogeneous linear estimator of the population total Y is given by
Y= Z?’=1 dsi Vi

where dg;’s are independent of y;’s but may depend on x;’s where x; is the value of an auxiliary variable x highly

correlated with the study variable y assumed on the ith unit and d,; = 0 if i does not belong to s or s does not contain i.

According to Rao (1979), if MSE(Y’) = 0 for for some choice of y;as y; = cw; where ¢ # 0 and w;’s are some

known constants, the MSE(Y) can be written as

2
MSE(Y) = _Z{V<j=1 §V=1 di; w; /H/J' <% - 1}4}/_]>
i J
where d;; = E,[(dg; — 1)(dg; — 1)]
= E, (dudy) — B, (de) — B, (dg) +1

= Ysaij Asi Aoy P(S) — Xssi dgy P(S) — X5 dsjp(ZB) +1.
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An unbiased estimator of MSE(Y) is given by

A%
MSE(Y) Zl<j 121 1dij (SJw,w, (Wli__])

wj

where d;; (s) = 0 if s does not contain i and j and d;; (s) is such that

E, [dij (s)] =dj; Or Y5 dij ($)p(s) = d;

The several choices of d;;(s) have been suggested by Rao(1979) but they are all applicable in case of a
homogeneous linear unbiased estimator ¥ in which case Y5, dy; p(s) = 1Vi and as a consequence d; reduces to
dij = Xssij dsi dsjp(s) — 1.

In case Y corresponds to a biased estimator, the only possible choice of dij(s) is d;(s) =Z—Z where
T = X5 |, p(s)is the second order inclusion probability so that 3.5, ; di; (s)p(s) = d;;.

2. MEAN SQUARE ERROR OF RATIO ESTIMATOR

The ratio estimator of the population total Y is given by

_ 1 _ 1 . .
where y = ;Z',-)zl y,and X = - ? 1 x; are the sample means of y and x respectively based on a sample of size n

drawn from a population of size N by SRSWOR and X = ¥V, x; is the population total of the auxiliary variable x.

Now Y, can be written as

Y; = Zév=1 dgyi

! Lifiesors3iwhere D = and Ps = Nies P; and dg; = 0 otherwise.

wheredy; = ——=
st YiesXi ZiESpl Ps

We may note that MSE(YA() = 0if y; = cx; Vi and as a consequence MSE(Y,Q) can be written as

2
o i y
MSE(YR) =—- l<] 12] =1 dl] XiXj (}’_ - Xj)

where di; = Y5, dg; dgj p(S) — Xss; di P(S) — X5 dsj p(s) +1

_25911 2() ZSBL (n) ZSB] ()+1

An unbiased estimator of MSE () is given by

2
i Yj
MSE(Yz) = =2 21 21 dy ()x;x; ( ‘—x—{>
X J
. A . dij ... . (n-1)
where d;; (s) = 0 if s does not contain i and j and d;; (s) = # ifi,j € s where m;; = ;(2_1).

3. MEAN SQUARE ERROR OF REGRESSION ESTIMATOR

The regression estimator of the population total is given by

Y, =N[j+b(X - ©)]
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Where y, x are the sample means of y and x respectively based on a sample of size n drawn from a population of

size N by SRSWOR and X = %Z{"zl x; is the population mean of the auxiliary variable x.
Here b is the sample regression coefficient of y on x and is given by

b= PO S 60

S LR e

Now Y, can be writtenas ¥, = YN, d; y;
Where d,; = 0 if s does not contain i or i does not belong to s and

(x;—x)
ZIES(XI._X)Z

dSl—N[ ()?—f)]ifsaﬁ ori€s.

We may note that MSE(Y;,) = 0 if y; = cx; Vi and as a consequence MSE(Y;, ) can be written as

2
X i Y
MSE(YH) - l<1 =1 §V=1 di]' i% <il_z_é)

Where dl] - Zsal] dsz dS] p(s) Zsaz si p(s) ZSB] sj p(s) +1 where P(S) = m

An unbiased estimator of MSE()@) is given by

2
WISE (%) = = 51y ) dy () (2 -2
i j
Where d;; (s) = 0 if s does not contain i and j and d;; (s) = :i if i, j € s where ;; = ;8\3_11))
ij -

4. MEAN SQUARE ERROR OF GENERALIZED REGRESSION ESTIMATOR

Let a population of size N be divided into D non-overlapping domains Uy such that U, N U, = @ for d # d’ and
Ub_, U, =U.

LetY; = Yiey, ¥i and X; = Y;cy, X; denote the population domain totals of y and x respectively. Let a sample s
be drawn from the population with a probability (s).

Let s; = s N Uzdenote the part of the sample s coming from U,. Then the generalized regression estimator of Y,
is given by

_ _ .
Yy = XqBo + Yies, p

Where ,8 725‘: ;XQQ‘ Q;’s being arbitrarily assignable positive constants and e; = y; — Z?Exi, T, = Yo P(S).

Then following Cassel, Sdrndaland Wretman (1976), Sdrndal (1980, 1982), Chaudhuri and
Adhikary (1995, 1998) and Adhikary (2000, 2005), Y, can be written as

Yd - ZIES ngl

x| mix;iQ;
Where g = L + (Xa = Siesy =) 5255
L

WhereI;; = 1ifi € Uy
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= 0 otherwise.

We may note that MSE(Y;) = 0 if y; = cx; Vi and as a consequence MSE (¥ )can be written as

\2
MSE(¥a) = = Xisj=1 Zjm dy xi%; (& B y_J)

X Xj
Where d;; = X5 ds; ds;jD(S) — Xs5i dsi P(S) — Xssj dsj p(5) + 1
Where d,; = 0 if s does not contain i or i does not belong to s and

dy =Z4%ifes.

T

An unbiased estimator of of MSE(Y;) is given by

\2
MSE(Yd) = _Ziv<j=1 §V=1 dij (S)xixj (yl - y—])

x_i Xj
Where d;; (s) = 0 if s does not contain i and j and d;; (s) = Y i,j €s.
jj

5. MEAN SQUARE ERROR OF SEPARATE RATIO ESTIMATOR

Let a population of size N be divided into L strata, the hth stratum consisting of N units so that % _; N, = N and
let y,; and x;;denote respectively the value of the study variable y and the auxiliary variable x assumed on the ith unit of

the hth stratum, i=1,2,...,N,, h = 1,2, ..., L.

Let a sample s, 0f size n;, be drawn from the hth stratum by SRSWOR. Then the separate ratio estimator of the

population total is given by
7}-;9 = 22:1 i’::Xh
Where y, = %Z?jl Yy and xz, = %Z?jl xy,; are the sample means of y and x respectively for the hth stratum and
h h
X, = Zivzhl xy,; is the population total of x for the hth stratum, h=1,2,...,L.
Now Y can be written as
7 L Np
Yrs = Xh=1 Xi21 dnsi Yhi

WHERE d,; = 0 if i does not belong to s, or s;, does not contain i and

Xp 1

1 -r . Xhi
= say, if i € s, where py; == and p;, = Ve, Phi-

o P——— =
hi# ZiEsh Xhi ZiEsh Phi Psp

We may note that MSE(Yzs) = 0 if y,; = cx;,; Vi and as a consequence MSE (Yz ) can be written as

2
7 N N i Yhi
MSE(Yzs) = — Xii=1 Zi<hj=1 % L dhij XniXn (}l - ﬂ)

Xpi  Xpj
Where dy;; = X, 50 Qhsi Ansj P(S) — Xy 5i dnsi P(S) — X, 57 disj P(5) +1.

An unbiased estimator of MSE(¥zs) is given by

2
e (v N N Y,
MSE(YRS) = —Xha Zi<hj=1 21!1 dnij (Sp)Xpixp; (yL - ﬂ)

Xpi  Xpj
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Where d,;; (s,) = 0 if i and j do not belong to s, and

dpii (sp) = :Z—Z if i,j € s, where my,; is the inclusion probability of a pair of units i and j from the hth stratum and

np(np—1)

is given by m,; = Ny (L

6. MEAN SQUARE ERROR OF COMBINED RATIO ESTIMATOR

The combined ratio estimator of the population total Y is given by

Voo = 21X

Xst

Where ¥ = Xk _y W;, o, Xt = Shoy Wy Ty and X = 3, X, where W, =22 h = 1,2, ., L.

Now Y can be written as

o N
Yec = et ity disi Vi
Where d,,; = 0 if i does not belong to s;, or s, does not contain i and

Np X

— . ———fi €sy.
ny Xk NpEg h

dhsi =

We may note that MSE(Yg¢) = 0 if y,; = cxy,; Vi and as a consequence MSE (Yzc ) can be written as

_ 2
N N i Yhi
MSE(YRC) = —Xi-1 Zi<hj=1 Zjill Ahij XpiXn; <yh - ﬂ)

Xhi Xhj

Where dy;; = X5, 51 @hsi Ahsj P(Sh) — Lsy5i nsi P(Sh) — s 57 dns, P(Sp) + 1

Where p (sp) = SN

()

An unbiased estimator of MSE (Y¢) is given by

2
e (v N N i Vhi
MSE(Ypc) = = Xi=t Zi<hj=1 ZjL dnij (Sp)XpiXn; <Yh - ﬂ)

Xpi  Xpj

- - d l - . . - - -
Where dy;; (sp) = 0if s, does not containiand j and dy; (sp) = nh—f if i,j € s, where m;is the inclusion
hij

probability of a pair of units i and j from the hth stratum and is given by m;,;; = zhgzh_ll)),h =12,..,L.
h\Wh—

7. MEAN SQUARE ERROR OF SEPARATE REGRESSION ESTIMATOR
The separate regression estimator of the population total is given by
Yis = Xhoa N 0 + b (X, — %))

n R J— n p—
S One T Chi=71) T yhiCeni—FR)
n . - n J—
T8 Ceni—%R)? 2 Geni=%n)?

Where b, = is the sample regression coefficient of y on x in the hth stratum

and X, = i—" is the population mean of the auxiliary variable x in the hth stratum, h=1,2,...,L.
h

Now Y, can be written as

7~ _ VL Np
ers - Zh:l Zi=1 dhsi Yhi
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Where d,,; = 0 if i does not belong to s, or s;, does not contain i and

_ N
dhsi -

np

(xpi—%p) v _ = | ifi
[1 + Yies;, ni—%n)? (X xh)] Ifi € 5.

We may note that MSE (¥,5) = 0 if y,; = cx,; Vi and as a consequence MSE (Y, ) can be written as

2
v N N i Vhi
MSE (Yiys) = = Efi=1 Lo Ly 2y dyij Xy <yi - ﬂ)

Xhi Xhj
Where dy;; = X, 50 @hsi AnsjP(Sh) — 251 Ansi P(Sp) — X35 Ansj P(Sp) + 1

An unbiased estimator of MSE (¥, ) is given by

S _ . . 2
MM/( (ers) = _Zilel Z?]<hj:1 Zjvzhl dhij (Sh)xhixhj (ym - yﬂ)

hi o g
Where dy,;; (s,) = 0 if s, does not contain i, j or i, j do not belong to s, and
dpj (sp) = :“—” where 8y; is the inclusion probability of a pair of units i and j from the hth stratum and is given
hij

_npmp-1) o _
by ahij T h=12,..,L.

8. MEAN SQUARE ERROR OF COMBINED REGRESSION ESTIMATOR
The combined regression estimator of the population total is given by

Ve = N[y + b(X — %5)]

_ _ VT _
Thoy Z:lfl(yhi—yh)(xhi—xh) SR By G =)

Where b = is the sample regression coefficient of y on x and

Thot Z?:hl(xhi—ﬁ)z - X, Z?:hl(xh[—ﬁ)z
)? = Z%l=1 WhX_h'Wh = I\IIV_h,h = 1,2, ,L

Now Y, can be written as

7~ _ VL Np
Yl‘rc - Zh=1 Zi=1 dhsi Yhi

Where d;,; = 0 if i does not belong to s, or s;, does not contain i and

Wh Xhi—Xh if
d-=N[—+ = ]IflES.
hsi Mh Thog I8 G —ER)? "

We may note that MSE(Y;,. ) = 0 if y;,; = cxy; Vi and as a consequence MSE(Y;,. ) can be written as

2
7 N N { Vhi
MSE(¥iye) = = Xia Zidjo1 2Ly dnyj X <yi - ﬂ)

Xpi  Xnj
Where (hij = Y51 Ansi Ansi P(Sp) — X, 51 nsi P(Sp) — Xsp5j dnsj P(sp) + 1

An unbiased estimator of MSE(Y,,. ) can be written as

2
VR(V" N N i Yhj
MSE(erC) ==X Zi<hj=1 Zj 4 dnij (Sp)XpixXp; (yi - ﬂ)

Xpi  Xpj
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Where d;; (s,) = 0 if i and j do not belong to s, or s, does not contain i and j and dy;; (s,) = ? if i and j
hij

belong to sjor s, contains i and j and m,; is the inclusion probability of a pair of units

i and j and is given by my; = ;hizh_ll)) h=12,..,L.
h h—

9. MEAN SQUARE ERROR OF PRODUCT ESTIMATOR

The product estimator of the population total Y is given by

YPZN

><||§:

Where y and i are the sample means of y and x based on a sample of size n drawn from a population of size N by
SRSWOR and X is the population mean of x.

Now Y, can be writtenas Y, = YN, d; y;
Where d,; = 0 if i does not belong to s or s does not contain i and

N?% ... .
dgy =—=ifiesorsai
n X

_ N? Ties %

N? N? x;
nZ  x = n_ZZiES b = n_zps’ say, where b = ;l and bs = ZiEs Di-

We may note that there does not exist a choice y; = cw; for which MSE(YAP) = 0. Thus the method of Rao (1979)
fails here to derive an exact expression for the mean square error of Yp.

In the next section we suggest an alternative procedure of deriving an exact expression for the variance of a
homogeneous linear unbiased estimator of the population total in which one need not necessarily search for a choice
¥ = cw; for which the variance of the estimator vanishes and there is no need of calculation of d;; and d;; (s) as is

required in the method suggested by Rao(1979).

10. AN ALTERNATIVE PROCEDURE OF DERIVING THE VARIANCE OF A HOMOGENEOUS
LINEAR UNBIASED ESTIMATOR OF THE POPULATION TOTAL

Let @ = ¥V, d,; y; be a homogeneous linear unbiased estimator of the population total Y where dy; = 0 if i does

not belong to s or s does not contain i and Y..5; dg; p(s) = 1 Vi.
The variance of ¢t is given by
Var(t) = E,(t —Y)* = E, (t?) —Y*?
=E,Cli1dg y)* —Y?
=E, [ZL, dZy? + 32, Y sz dody yiyj] -Y?
= Zses(zl\éﬂ dszzYiz) p(s) + Zses(ﬂvﬂ Z§V¢i=1 dgdy; 3’13’]')29(5) -Y?
Where S is the collection of all possible samples s
= YoesCies 4 ¥ P(S) + Yses Dizjes jes dei doj ¥y p(S) — y?

= Z{V=1 Yiz [Xssi dszip(s) -1] + Z?’:l Zj'\]:ti:l Vi Vi [Zsai,j dg dsjp(s) - 1]
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=¥ ]LZ [E,(dZ) — 1] + T, YN eic1 YiVp [E,(dsidg;) — 1].

An unbiased estimator of Var(t) is given by

Var(t) = Yies 2 [d2 — fi()] + Ties Yjzies Vi Yj [dsidsj = fij (5)]
Where f;(s) and f;; (s) are such that

Ysaifi ($)p(s) = 1 and Xss; 5 fi5 (s) p(s) = 1.

The possible choices of f;(s) and f;; (s) are

fi(8) = fi8) = o

M1p(s)

And f;; (s) = if, () =——

Mzp(s)
Where m; and m; denote respectively the first order and second order inclusion probabilities and

_(N—-7r\ _ .
M, = (n _ r)’ r=1, 2.Type equation here.

This procedure is applied to find the wvariances of the Horvitz-Thompson (1952) estimator,
Hansen-Hurwitz (1943) estimator, Murthy’s (1957) unordered estimator, ratio estimator based on Lahiri (1951),
Midzuno (1952) and Sen’s (1953) sampling scheme and Hartley — Ross (1954) unbiased ratio type estimator based on
SRSWOR sampling scheme and also to find an exact expression for an unbiased estimator of the variance in each case.

11. VARIANCE OF HORVITZ - THOMPSON (1952) ESTIMATOR

The Horvitz-Thompson (1952) estimator is
Yure = Yies Z_i

Thus Y75 can be written as Y7 = YV, dg; y; where d; is zero if i does not belong to s or s does not contain i
HTE i=14si Vi si

1 ... .
and dg; =n—|f1 EsoOrs>oi.
i
The variance of Yyp is

Var(Yyrg) = Ty 2 [T dip(s) — 1] + X, Z}V¢i=1 iy [Zsai,j dg; dg;p(s) — 1]

1 i
=X (n_l_ 1) + i X v ) [n] - 1].

T[iT[j

An unbiased estimator of Var (Y7 ) is

o 1 1
Var(YHTE) = Yies yiz (dszi - n_l) + Yies Zj¢i€s Vi Vi (dsidsj - n_>

1— i T —TT;
= Yies V7 ( n;r ) + Yies Ljries Vi V) (4)

”ij”i”j
This expression is due to Horvitz-Thompson (1952).

Now to derive the other expressions for the variance of the Horvitz-Thompson(1952) estimator available in the
literature, let us consider the following results.
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2
_ i N xXp Xj
Theorem 1: Zl 1aux +Z 12]#:1 1au xlxj - Zl<] 12]’:1 aij a; aj (_l__]> where

a; (Zj

— yN
A= Zj:l a; &;.

2
. yN N X _ X
Proof: Yie;—1 Xj—1 ai; i <a_l - _j)
13

aj

2 X2 oxx;
Z Ya; a |+ = j]
i#j=14j=1%ij J [ 12 ajz aa;
1 N N
_5[2 Zl 1 4j#i= 1aL] ai 221:#] 12j=1 aijxixj]

2
_ VN XiyN N N
= Di=1 a_liZj #im1 Aij @ — Nizj=1 Xj=1 Aij Xi%

N N
Z] =1 Qjj & — Xio1 Gy x Zme] =1 Zj:l Q;j X; X;
N 2 N §N i N X N\
= D=1 @i X+ Ximg Xjeim1 Qj XX = ZL<] o1 2omeg Ay A (a_ll - _)

_yN

Where A; = };_; a;; ;. That completes the proof.
X Xj 2 X 2
N N i _ % N i

Theorem2 Ile 10( 1'Zi<j=1zj=1 ai 0(] <a_i__) i=1 ai (a_L_ )

Where X =YV, x;.

Proof: Putting a;; = 1 forall i and j in Theorem1, we get

2 2
* N % N
Zl<] 12] 10 @ (_l__j) — 4i=17, _Z Zz;t] Iijlxixj

aj

= {le—"—Xz where X = ¥V,
2
=¥V o (; — ) . That completes the proof.
2
Theorem 3: If either A; = 0 forevery =1,2,...,N oer’:l% A; = 0, then

2
N _ N X _ %
T ay % +Zl¢] 12)=1 Qij X% = Zl<, 12)=1 Qyj & <a_2__]> :

Proof: Follows from Theorem 1 by putting A = 0 for every = 1,2, ..., N.

Now by virtue of Theorem 1, the variance of the Horvitz-Thompson(1952) estimator can be written as

2
N yl Tll] —T; TI] 4l nij —T[iT[j & _ y_]
Var(Yurg) = Ty ] 177”1 ZK] e ysys <ni nj)
i — — — Ty "My N ¥ T ”J N
By putting x; = y;,a; = m; and a; = in Theorem 1 =YV 2L Z, - + 30 2 (g —

y Yj 2
2L _ 2]
nl])<”l ”j)
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2 2
i i Yj
=2 n_lﬂi + Z?]<j=1 Zj'v=1(7'fi7'fj - 7Tij) <—l - —1) , say,

i Us TTj

—_ N TyTmimy 1y N
Where g; = Zj:ln—i =1 +n_l_zj=#i=1nij — =115

Now if we denote by y(s) the number of distinct units in s and if y(s) is constant for every sample s with
p(s) > 0,then §; = 0 foreveryi =12,..,N

Because Bi =1+ %Z}\;i:l T — Z;’V:ln-j =1+ (n—lv)m' -

L

=1+(Mn—-—1) -n=0 as for a fixed effective sample size(n) design we have Zj-‘;izl n; = (n— Dm; and

N -
j=1T =M

Thus for a fixed effective sample size(n) design, we have

N2
Var(Yar) = Sy X (s — ) (2~ 2)

Tj

And an unbiased estimator of the variance of Yy is given by

2
P mni—m; (y; V|
Var(YHTE) = Zi<j€s ZjEs#(_l - _j)

i T j
This expression is due to Yates and Grundy (1953).

Now if y(s) is not a constant for all s with p(s) > 0, then a third expression for the variance of the
Horvitz-Thompson (1952) estimator is given by

2 2
7 Vi Yi Yj
Var(Yyrg) = 2 n_iﬁi + 30 2 (=) <— - —j)

U T

And an unbiased estimator of the variance of Y, is given by

2 2
— y2 B; mri-ng (y; ¥
Var(YHTE) = Yies =+ Xigjes Zjes#<_1 - _])

T T ﬂl‘]' Us n']'

This expression is due to Chaudhuri(2000). Chaudhuri and Pal (2002),Pal(2002) and Chaudhuri and
Stenger(2005) claimed that the above expression of the variance estimator is uniformly non-negative if the following two
conditions hold simultaneously

mm = my; foralliand j,i # j

And B; > 0 for all i.

But the above two conditions cannot hold simultaneously as is quite evident from the following result.
Theorem 4: If m;m; > m;; forall i and j,i # j, then §; < 0 for all i.

1
Proof: ; =1+ ;Z}V#ﬂ Ty = X T

N N
_ 7Ti+2j¢i:1 T T Zj:l )

T

N N
_ Zi=1 Tjj _Zj=1 T

T
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1 .
. [Z]N=1(7Tij - 7rl-1r,-)] < 0 forall i.
That completes the proof.

12. VARIANCE OF HANSEN - HURWITZ (1943) ESTIMATOR

The Hansen-Hurwitz (1943) estimator is

N ylfl
YHHE - Z np;
i

Where p; is the normed size-measure of the ith unit and f; is the frequency with which the ith unit occurs in the
sample, ~=1,2,...,N.

Thus § e can be written as Y,z = Y, dg; y; Where d; is 0 if i does not belong to s or s does not contain i

and d; =nf—;ifi650r53i.
The variance of the Hansen-Hurwitz (1943) estimator is

Var(Yype ) = Zie, v7 [E @z —1]+ Zl;c] =1 §V=1 YiYj [Ep(dsidsj) - 1]
N N fifj
- () 23 [ )|

n(n—-1)p n L n(n—1)p;p;
1:/1)]1 [2721+ 2 1]+21¢] 12] lyl][ 1_1]

P n2p;p;
N
=2t ZZ -1
= Vi n o, Yilj
i=1 i#j=1j=
_l N Yi l 2
_nzizlpi nY
2
_Zl lpl(l Y)

An unbiased estimator of Var(Yyy; ) is given by

Var(Yay &) = 21 7 [d2 — a (O] + X2 2 vy [dyds; — a; (s)]

Where a;(s) and a;; (s) are such that E, [a,(s)] = 1 and E, [a;; (s)] = 1

fi Jii-1) N fifi — fifj
_Zl 1y1 [zpz n(n—l)pi +ZL¢] =1 j=1Yin [nzpipj n(n—l)pipj]

On Noting that E, [f; (f; — D] = n(n — 1)p? and E, [flf]] =n(n — Dp;p;

2 2.2
N yifi _ VN yi fi Z N vivififj
l:ln(n_l)piz i=1 nZ(n_l)p i#j=14j=1 2(11 p; p;

= 1)[ N y,fl_ (ZN ylf) ] _n(n - 1fl(_‘_Yng)z

Which matches with the traditional unbiased estimator of Var (g5 ).




136 Arun Kumar Adhikary

13. VARIANCE OF MURTHY’S (1957) UNORDERED ESTIMATOR

The Murthy’s (1957) unordered estimator is

— yip(s/i)
- ZiES p(S)

Where p(s/i) is the conditional probability of selecting a sample s given that the i th unit is selected on the first

draw and p(s) is the probability of selecting the unordered sample s.
Thus the Murthy’s (1957) unordered estimator can be written as
ty = Xit1 dg i

p(S/ i)

Where d,; = 0 if s does not contain i or i does not belong tos and d,; = ifiesorsai.

The variance of the Murthy’s (1957) unordered estimator is

Var(ty) = Xy y2 [Xssi dZ p(s) — 1] + Zz;t] 12?1:1 Vi [Zsai,j dgdgp(s) — 1]
(s/) (s/Dp(s/j)
1 v? [Zsalp SS : ] + X1 X v [Zsai,j % - 1]
2
N yl N p(s/Dp(s/j) yi Y
_Z l<] 12} 1[ZSBLJT_ 1] bip; (P_L_i)

p(s/Dp(s/i)

e 1] p; in Theoreml.

On putting x; = y;, a; = p;and 4; = Z, =10 = Z,I'V=1 [Zsai,j

NOWZN y[A _valylz 125311 p(s/i)p(s/]) ZN yl

p(s)
y? ”G)”(,ST) N yl y? pjp(s/i) N yl )
= Yses Zi,jes_,pj () -Xis = Yses ZiEsp_iZjEs () p(s/i) — Xit1 7t = Yses ZLGS p(S/l) -
ZN y£ = Zsalp(s/l) ZN yl
ZN J’z ZN yl = 0.

Hence by virtue of Theorem 3, the variance of Murthy’s (1957) unordered estimator can be written as

p(s/Dp(s/)) /A%
ar(tM) - Zl<j =1 Z;’V:l [ ZSBL] p(—s)] pibj ( - p_i)

An unbiased estimator of Va//(ty) is given by

2
. /i) p(s/Dp(s/i) PV
Var(ty) = ZK],ES Zjes [pps(sz; P SpLZ?S)S J ]Pzpj < pi ﬁ)

On noting that Y5, ; p(s/ij) = 1 where p(s/ij) is the conditional probability of selecting the sample s given that

the units i and j are selected on the first two draws. After some simplifications, we have

2
Var(t) = g Bisyes Zreslp(s/i0) = pls/0p(s/Dipipy (%~ %)

Which matches with the traditional unbiased estimator of the variance of Murthy’s,(1957) unordered estimator.
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14. VARIANCE OF RATIO ESTIMATOR BASED ON LAHIRI (1951), MIDZUNO (1952) AND
SEN’S (1953) SAMPLING SCHEME

The ratio estimator of the population total total Y is given by

= = = where ies Di-
YiesXi YiesPi Ps Ps = Yies P

7 o _ SiesYiy _ TiesVi _ X
_%X_ lESle_ iesYi iesYi
pe

The ratio estimator can be written as
tg = Xili dy y;
Where d; is 0 if i does not belong to s or s does not contain i and

1 ... ,
d;,=—ifiesorsoi.

Ps

The probability of selecting a sample s according to Lahiri (1951), Midzuno (1952) and Sen’s (1953) sampling
scheme is given by

s N-1
p(s) = A’;—lwhere M, = (n B 1).

The variance of the ratio estimator based on Lahiri(1951), Midzuno(1952) and Sen’s(1953) sampling scheme is
given by

Var(tg) = Xy ¥/ [Besi 4% p(s) — 11 + X1 X0 vy (st dsids; p(s) — 1]
= Zl 1yl [Zsal___ ]+Zl*] 12] 1Y [Zsal} Ps M_1 1]
\2
ZN yl Zl<] 12} 1[2331] ]pl bj ( l_;/_j)

. 11 .
On puttlng X =Y, =D and Ai = Z§V=1 aij a] = Z§V=1 [Zsai,j ZM_l - 1] p] n Theoreml

Now let us consider the quantity
N yl _ V'V YL
Z A Z Z} 1[ZSBLJPM_1_ ]p]

11y} N yf
12] 1Zsatjp Mlp_l Z -

=E, [Zz&sZ;Eslyl ] ZN yl
= B, [Bie 2] 302

= ZSES ZiEs (S) ZN yl
Where S is the collection of all possible samples s

vt 1 ps vt
- ZSES ZLES - > ZN =

PM1

y y
- ZN - Zsal My ZN -
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ZN yz ZN yl —

Hence by Theorem 3 the variance of the ratio estimator can be written as

Var(tg) = Zlq 125'\’:1[ Z5911 ]pl b (__L)Z

Pj

An unbiased estimator of the variance of tj is given by

2
— 1 i Vi
Var(tR) = Zi<j€s ZjES [sz(s) ]plp] ( - _j>

Pj

= Xigjes Z/ES[ - 772]pl Pj < l _y_j:>2

pj

Where M, = (11\1]:22)

A sufficient condition for non-negativity of Var(ty) is

M
> =
ps >
ies Xi n—1
OerES L >
X N-1

n—1
OrYies X; > N1 Vg

Min n-1X

r . i —
01SLSnx‘>N—1n

As noted by Rao and Vijayan (1977).

15. VARIANCE OF HARTLEY —ROSS (1954) UNBIASED RATIO TYPE ESTIMATOR

The Hartley-Ross (1954) unbiased ratio type estimator of the population total Y is given by

n(N 1)

YHR =X+ —- (y Tf)

Where 7 ==Y |s the mean of the ratios and y = —ZL 1 Vi X = =1 Z{;l x; are the sample means of the study

variable y and the auxiliary variable x respectively. With the same notations as above Chaudhuri and Stenger (2005) have

provided an incorrect expression for the Hartley-Ross (1954) unbiased ratio type estimator for the population total as

Yo =fX+n(N D)

(y —7X)

In which the coefficient of the second term involving (¥ — 7x) is appropriate for estimating the population mean

Y= % rather than Y in which case the first term should be replaced by 7X.

The Hartley-Ross(1954) unbiased ratio type estimator can be written as
}71-1;? = Z£V21 dsh Vi
Where dg; = 0 if i does not belong to s or s does not contain i and

dy = 1E 2113

nx; n-1 \n nx
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Ifiesorsai.

The variance of the Hartley-Ross (1954) unbiased ratio type estimator is given by

Var(Y{I-I\R) = 2?’:1 J/iz [(Xssi dszi p(s) —1] + Zl;e] =1 Z§V=1 Yiyi [Zsai,j dg; dsjP(S) - 1]

2
N yl Vi Yj
= 4Li=1, A Zl<} 12] =1 Qij X;% ( __>

X¢ox
On putting x; = y;, @; = x;and A, = ¥V, a;; x; in Theorem 1 where

Aggy = Zsai,j dsidsjp(s) -1

Now consider the quantity
ZN yl ZN }’1;;2] 15@]}(
- ZN yl j'V:l[ZsBi,j dsids]' p(s) — 1] X

= Yises ies Mjes sidsj X p(S) ZN yLX

Where S is the collection of all possible samples
2
= zsesziesfc—lidsm(s) %jes sy = S 2

= Yses ZIES dgp(s)X — ZN yl

Because of the calibration equation Y ¢, dg; x = X
- ZN yl XZSBL St p(S) ZN yl
— ZN yl ZN yl X =0

Using the unbiasedness condition Y..5;ds-p(s) = 1Vi = 1,2,..., N as the Hartley-Ross (1954) estimator is
known to be unbiased under SRSWOR.

Hence by Theorem3 the variance of the Hartley-Ross (1954) unbiased ratio estimator is given by

2
— ; Vi
Var(YH,ﬁég) = Z§V<j=1 Z;’V:l[l ZSBL] si ”/)731 p(s)]xl'x] ( x - _j>

Xj

An unbiased estimator of the variance of Hartley-Ross (1954) unbiased ratio type estimator is given by

2
S 1 .Y
Var(YHR) = Zi<j€s Zjes [E - dsidsj]x X <Y_l - ]>

Xj

Where m;; = ;EZ Dj

is the inclusion probability of a pair of units i and j under SRSWOR.

16. CONCLUSIONS

Thus with this newly suggested procedure it is possible to derive the variance of a homogeneous linear unbiased

estimator ¥ = YV, d; y; of the population total ¥ based on a sampling design p(s) under which it is unbiased and it is
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also possible to derive an unbiased estimator of the variance of the estimator based on the same sampling design(s).

In this procedure there is no need to search for a choice y; = cw;for which Var(?) = 0 and also there is no need to

calculate d;; or d;;(s) as is required in Rao’s (1979) procedure. That is the novelty of this newly suggested technique

which has been illustrated in case of several well-known estimators of the population total based on varying probability

sampling designs including the Hartley-Ross (1954) unbiased ratio type estimator based on SRSWOR sampling design for

which neither an expression for the variance of the estimator nor an unbiased estimator of the variance is available in the

literature on Survey Sampling.
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